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SENSOR FUSION FOR DISTRIBUTED INERTIAL MEASUREMENT
UNITS

Su Yeon Choi *, Holly Dinkel ∗,†, David Hanley ‡, and Timothy Bretl ∗,

This work demonstrates the reduction of Angle Random Walk (ARW), Veloc-
ity Random Walk (VRW), and Rate Random Walk (RRW) through sensor fusion
of complementary distributed Inertial Measurement Units (IMUs) for robot and
satellite navigation. High-fidelity IMUs may violate the tight cost, mass, power,
and volume constraints typical of small robot and satellite platforms. Low-cost
Micro-Electromechanical System (MEMS) IMUs may have performance charac-
teristics unsuitable for attitude estimation when used alone in a system. In this
work, the measurements of multiple MEMS IMUs are fused into a virtual IMU.
The fusion algorithm takes time-synchronized measurements from an arbitrary
number of sensors and produce one virtual measurement estimate. Allan variance
is used to evaluate ARW, VRW, and RRW noise performance for the estimated
angular velocity and linear acceleration measurements. The noise performance of
the virtual sensor measurement estimates and of the single-sensor measurements
is compared. Sensor fusion is demonstrated with the simulated data of up to 18
MEMS IMUs and for real data collected by 5 MEMS IMUs. A tradeoff between
number of sensors and noise reduction performance is presented to aid the design
of future scalable, distributed inertial measurement systems.

INTRODUCTION

The performance of MEMS gyroscopes degrades over time due to high noise and stochastic drift.
This work reduces noise and bias for a scalable system of distributed gyroscopes. By scalable, we
mean that a user can choose to include an arbitrary number of inertial sensors beyond the minimal
number of sensors required for inertial navigation (3 gyroscopes and 3 accelerometers). To provide
users with additional design capabilities, this system is also distributed, which means that sensors
can be placed arbitrarily by the user as needed in their design and as constrained by observability
and noise requirements.

Such a scalable and distributed system offers several advantages over existing IMU designs. First,
this technology gives space-constrained systems the advantage of redundancy for fault detection,
isolation, and recovery (FDIR). An IMU that can survive, detect, and isolate faults is particularly
useful in a space environment where MEMS technology is particularly prone to failure.1 Previous
work looked at optimal IMU sensor placement for FDIR in theory2 and for larger non-distributed
units.3 A scalable and distributed solution introduces a need to build on existing fault detection and
isolation algorithms for this type of sensor; it also requires that optimal sensor configurations be
revisited in the context of additional placement constraints that a designer may have. As an example
of the kind of value this technology provides, consider the geostationary SWIMSat mission, which

*University of Illinois Urbana-Champaign, Urbana, IL, USA.
†NASA Ames Research Center, Moffett Field, CA, USA.
‡University of Edinburgh, Edinburgh, United Kingdom

1

https://orcid.org/0000-0003-3385-6967
https://orcid.org/0000-0002-7510-2066
https://orcid.org/0000-0001-6648-8246
https://orcid.org/0000-0001-7883-7300


is intended to monitor coronal mass ejections and meteor impacts from a 6U CubeSat. This satellite
is more susceptible than CubeSats in lower orbits to failure caused by radiation.4 Different MEMS
IMU components respond differently to radiation depending on factors such as actuation type and
sensor geometry.1, 5 A distributed and scalable IMU can reduce environmental risks to spacecraft
operations and mitigate other in-use failures such as electrostatic discharge.

A second benefit of the proposed system is that it can allow for the direct measurement of angular
acceleration. It has been shown that the use of many accelerometers to directly measure angular
acceleration without the differentiation of gyroscope measurements can be beneficial to state esti-
mation because noise amplification caused by differentiation can be avoided.6 Concepts like the
NASA commercial in-space robotic assembly and services (CIRAS) mission involve the construc-
tion of truss structures in orbit. Prior research acknowledges errors in truss construction propagate
with the length of the truss.7 Improved measurement of the angular acceleration of the spacecraft
can result in better system identification (particularly of the resulting moment of inertia) of the
resulting constructed structure. This improved system identification can result in better attitude
control of the constructed component as well as better attitude control of the spacecraft during the
construction process.

A final advantage of this IMU system is it can provide additional design flexibility. For example,
volume is a significant concern in the design of space robotic systems. Collocated IMUs consume
a fixed volume that may be hard to integrate—in effect, adding design constraints. Because a dis-
tributed IMU can be split into multiple pieces, its volume may be easier to integrate. CubeSats are
systems for which this sort of flexibility in layout could be important. The distributed architecture
admits changing mission profiles and adds redundancy to the navigation system.

An example of the kind of mission that this navigation system can help enable is the European
Space Agency’s SILEX mission, which was the first mission demonstrate the possibility of transfer-
ring significant amounts of data from LEO to GEO via inter-satellite links.8 Rather than store infor-
mation onboard until the next opportunity for ground-station downlink, satellites enabled by optical
communication can transmit data immediately to other satellites which can forward it to ground
users. Satellite mega-constellations, including SpaceX’s Starlink and Amazon’s Kuiper constella-
tions, can only achieve agile data transmission through inter-satellite links which minimize commu-
nication latency. Optical communication has strict acquisition, tracking, and pointing requirements
which necessitate very accurate state estimation.9 Future missions using optical communications
could benefit from a scalable and distributed IMU technology to improve attitude determination and
control.

In this work, the measurements of the distributed IMU system are fused as a virtual IMU.10, 11

Fusion takes time-synchronized angular velocity and linear acceleration measurements from an ar-
bitrary number of IMUs and outputs one angular velocity and specific force. Allan variance is used
to estimate noise parameters for the fused estimates which are compared to the single-sensor noise.
Sensor fusion is demonstrated with the simulated data of up to 18 IMUs and for real data collected
by 5 MEMS IMUs. A tradeoff between number of sensors and noise reduction performance is
presented to aid the design of future scalable, distributed inertial measurement systems. Data and
source code are publicly released at github.com/schoi355/multi imu fusion.
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Table 1: Estimated ARW, VRW, and RRW parameters for noise compared to quoted values

Parameter Tactical-Grade IMU18 MEMS IMU19, 20 Virtual IMU

σg,ARW (o/
√
s) 1.50 ×10−3 3.33 ×10−3 1.27 ×10−3

σa,V RW (m/s/
√
s) 1.30 ×10−3 ∗4.70 ×10−3 2.73 ×10−3

σg,RRW (o/s/
√
Hz) 2.0 ×10−3 1.80× 10−2 6.24 ×10−3

σa,RRW (m/s2/
√
Hz) 1.57 ×10−4 7.36 ×10−4 3.70 ×10−4

∗ The datasheet does not provide the σa,V RW parameter. The parameter was obtained from a static test by
collecting measurements from this sensor while it laid stationary on a table.

RELATED WORK

Previous research suggests sensor fusion could could reduce the total noise of output measure-
ments for a scalable system of IMUs. In one study with a cluster of 32 gyros and 16 accelerometers,
root mean square noise was reduced by a factor of three through simply averaging angular rate
and specific force measurements across the group as compared to single sensors.12 In an experi-
ment with a redundant IMU (12 accelerometers and 12 gyroscopes), a Generalized Autoregressive
Conditional Heteroskedasticity (GARCH) model combining measurements was able to reduce the
output gyroscope sensor noise by 56.2% compared to a single individual IMU.13 In a separate study,
measurements from an array of six gyroscopes were combined with a Kalman filter. The Allan vari-
ance of the measurements was computed and a first order Markov process model resulted in a noise
density reduction of 72.7%, angle random walk reduction of 70.3%, rate random walk reduction of
59.0%, and bias instability reduction of 69.8% in a static test.14 In work studying accelerometer-
only IMUs, accelerometers in certain configurations are used to measure angular velocity as well
as specific force.15 Given the freedom to arrange gyroscopes and accelerometers in such a cou-
pled manner, this work builds on both areas of previous work to improve IMU performance. This
substantial improvement in IMU performance is known to translate into improved state estimation
performance of integrated systems as well as improved performance of the inertial navigation sys-
tem alone. In fact, recent work in the area of monocular visual-inertial navigation derived a direct
relationship between the bias instability in an IMU and the potential state estimation accuracy of
such a system.16 In a recent report to the CubeSat developers conference, IMU bias instability could
justify investing in tactical-grade IMUs (∼$5,000) for CubeSats instead of far cheaper MEMS IMUs
(∼$50) more commonly used on robotic platforms.17

METHODOLOGY

This section describes the method of sensor fusion with multiple distributed IMUs. Sensor fusion
solves for ω̂i,m and âi,m using stochastic optimization with the least-squares estimator, where ω̂i,m

and âi,m are the measurement estimates of angular rate and specific force for the system at time
t. The measurements of the ith gyroscope and the accelerometer are denoted as ωi,m and si,m,
respectively. The ith accelerometer and gyroscope are assumed to be co-located and are assumed
to be distributed throughout a rigid body which cannot bend or warp. The inertial reference frame
of the ith IMU, {Ii}, moves with respect to a global reference frame, {G}. The gyroscope and
accelerometer measurements, ωi,m,ai,m ∈ R3, are a function of their true angular velocity and
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Figure 1: The parameters for ARW (σg,ARW ), VRW (σa,V RW ), and RRW (σg,RRW , σa,RRW ) of the
virtual IMU are analyzed based on the number of IMUs used for the fusion of the angular velocity
and linear acceleration measurements. The σg,ARW outperforms the performance of a tactical-grade
gyroscope when more than four IMUs are fused. σg,RRW , σa,V RW , and σa,RRW improves as the
number of IMUs increases, though their performance remains below that of tactical-grade IMU.

linear acceleration, Iiωi and Gai, as

ωi,m =Ii ωi + bi,g + ni,g, ni,g ∼ N
(
0, σ2

i,gI3
)

(1)

ai,m =Ii RG(
Gai −G g) + bi,a + ni,a, ni,a ∼ N

(
0, σ2

i,aI3
)

(2)

where IiRG is the rotation from {G} to {Ii}, ng and na are white Gaussian noises corrupting
the gyroscope and accelerometer measurements, bg and ba are the gyroscope and accelerometer
measurement biases modeled as random walk processes, and Gg is the gravity vector in the global
frame.10, 11

bi,g,t = bi,g,t−1 + ni,ωg, ni,ωg ∼ N
(
0, σ2

i,ωgI3
)

(3)

bi,a,t = bi,a,t−1 + ni,ωa, ni,ωa ∼ N
(
0, σ2

i,ωaI3
)

(4)

(5)

Given synchronized measurements for rigidly connected IMUs i = 1, . . . , N , one of the IMUs
can be used to established a virtual IMU reference frame, {Iv}, and extrinsic calibration returns
the transformation between the ith IMU and the virtual IMU v, (IiRIv ,

IvpIi). The virtual IMU
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measurements are generated as11

Ivωv,m = N+ωm (6)
Ivav,m = T(am − S(ωv,m)) (7)

where

N =


I1RIv

I2RIv

...
INRIv

 , Y =


I1RIv⌊IvpI1⌋×
I2RIv⌊IvpI2⌋×

...
INRIv⌊IvpIN ⌋×

 , T = (ZTN)+ZT, (8)

ωm =


ω1,m

ω2,m

...

ωN,m

 , am =


a1,m

a2,m

...

aN,m

 , S(·) =


I1RIv⌊·⌋

2
×
Iv
pI1

I2RIv⌊·⌋
2
×
Iv
pI2

...
INRIv⌊·⌋

2
×IvpIN

 , (9)

ZT is left nullspace projection of Y, ⌊·⌋× is the skew-symmetric matrix, and A+ is the Moore-
Penrose inverse of A, defined as

A+ = (ATA)−1AT. (10)

For xv = [Gq̄Tv , b
T
v,g,

GvT
v , b

T
v,a,

GpT
v ]

T ∈ R16×1, the IMU state can be propagated to predict a state
estimate, ˆ̇xv, as21

ˆ̇xv = f (x̂,ωv,m,av,m) . (11)

EXPERIMENTS

This section describes the experiments and results obtained from sensor fusion. First, simulated
IMU measurements are used to generate a virtual IMU and a scalability study is performed using
these synthetic data to compare noise performance between a single tactical-grade IMU, a single
MEMS IMU, and the virtual IMU. Next, real measurements from a system of multiple MEMS IMUs
are fused and used for IMU state propagation to demonstrate its application to state estimation.

Simulated Measurements

The first goal of this work is to determine whether a virtual IMU fusing measurements of mul-
tiple MEMS IMUs can achieve noise levels comparable to a single tactical-grade IMU. In experi-
ments with simulated data, Angle Random Walk (ARW), Velocity Random Walk (VRW), and Rate
Random Walk (RRW) are introduced into simulated measurements collected by N = 6 IMUs sta-
tionary on a table with a constant angular velocity of [0, 0, 0] o/s and a constant acceleration of
[0, 0, 9.81]m/s2. The standard deviations for noise components for the MEMS IMUs and tactical-
grade IMU are based on the specifications from datasheets.18–20 Because the ARW parameter for
the MEMS gyroscope is not specified in the datasheet, measurements from a static test of a real sen-
sor were collected and the ARW parameter was obtained from the Allan variance curve. Computing
the Allan variance for the measurements synthesized for the Virtual IMU returns the parameters
for ARW, σg,ARW , VRW, σa,V RW , and RRW, σg,RRW and σa,RRW .22 As shown in Table 1, the
noise level of the virtual gyroscope outperforms a tactical-grade gyroscope for ARW. For VRW,
the virtual accelerometer outperforms the MEMS accelerometer but falls short of the tactical-grade
accelerometer. The noise level of the Virtual IMU also outperforms the MEMS IMU but not the
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Figure 2: Five IMUs, one RGBD camera, and a device running Google Tango are mounted on a
mobile robot to collect data for sensor fusion and navigation algorithm testing.

tactical-grade IMU for RRW. Although the virtual IMU fusing multiple MEMS IMU measurements
underperforms the tactical-grade IMU, it achieves noise parameters at the same order of magnitude
as the tactical-grade IMU, something which a single MEMS IMU cannot achieve, at a fraction of
the sensor cost.

In a second scalability study, measurements of up to N = {1, . . . 18} IMUs are synthesized as
a virtual IMU. In these experiments, all of these IMUs have the same orientation and are spaced
evenly, 0.1m apart, along the x, y, and z axes to form a cube. Computing the Allan variance for
the virtual IMU returns its noise parameters. Figure 1 presents the noise parameters for the virtual
gyroscope and accelerometer as the number of IMUs used for sensor fusion increases. The virtual
gyroscope outperforms the tactical-grade gyroscope in terms of angle random walk when N >= 4.
For velocity random walk and rate random walk, the virtual IMU did not achieve tactical-grade
performance, but significantly reduced noise levels as compared to a single MEMS IMU. This
indicates fusing multiple IMUs can serve as a practical alternative to using a tactical-grade IMU.

Real Measurements

The second goal of this work is to determine whether a virtual IMU fusing measurements from
multiple MEMS IMUs can improve state estimation over a single MEMS sensor. The multiple
MEMS IMU data are collected using the Clearpath Boxer ground wheeled robot. A testing platform
with N = 5 layered STMicroelectronics LSM6DSOX IMUs with 7.62cm spacing is used for data
collection.23 Both intrinsic and extrinsic calibrations are performed using the Kalibr toolbox.24 The
IMUs at each level collected measurements at approximately 100Hz. Data from the IMUs are first
transmitted to a microcontroller and then to a single board computer mounted on the robot. The
onboard computer is accessed remotely during data collection using a remote desktop application.
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Figure 3: Comparing state estimation of a single MEMS IMU to the virtual IMU fusing measure-
ments from five real sensors on data collected with the ground robot in a hallway demonstrates the
significant deviation and error accumulation IMU-only state estimation introduces.

A Lenovo Phab 2 Pro running Google Tango is used as a reference visual inertial navigation system
for ground truth trajectory information for future integration of the virtual IMU into Visual-Inertial
Odometry (VIO). Time-stamped images from an Intel Realsense D435i camera are also collected
for use in VIO. This testing platform is shown in 2.

The measurements of the MEMS IMUs on this testing platform are collected as the ground robot
testing platform is driven through the hallway of a building. These measurements are fused into a
measurement for the virtual IMU. The measurements for the virtual IMU and for a single MEMS
IMU on the test platform are each used to estimate the state of the ground robot. The state estimates
for the single IMU and virtual IMU are compared in Figure 3.

CONCLUSION

This work presented a method of fusing multiple IMU measurements as a virtual IMU to provide
an estimated measurement for the entire system. This method of fusing measurements reduces mea-
surement noise at the system level through scaling the number of IMUs. Noise levels of the virtual
IMU outperformed noise levels of a single MEMS IMU, and demonstrated comparable performance
to the tactical-grade IMU. Future work will incorporate visual information from the RealSense cam-
era into state estimation using visual-inertial odometry25 and compare the impact of sensor fusion
on localization performance for the VIO system. This kind of system could be useful for future
small satellites or robots to reduce navigation system costs without sacrificing attitude estimation
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accuracy.
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